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ABSTRACT

Social media sites and blogs generate a vast amount of emotionally rich data in the form of tweets, status updates, blog posts, etc. Such textual data represent emotions expressed by an individual or a group of people on any given topic. By analyzing the emotions within these textual data, we can get an idea about how individuals or communities express their views. Analytical techniques are widely used for analyzing emotions within these texts. However, due to the training datasets’ imbalanced nature, the supervised classifiers fail to classify the different emotion classes. As a result, these classifiers demonstrate a poor performance in identifying emotions within the texts. Here, using a constructed heterogeneous training dataset from well-known training datasets we have trained two deep learning models namely the Convolutional Neural Network (CNN), and Recurrent Neural Network (RNN) to address a four-class emotion (Anger, Sadness, Happy, and Surprise) classification problem. By appropriately tuning the deep learning classifiers’ hyperparameters, our study reveals that the CNN classifier has slightly better performance (77%) than the RNN classifier (76%) for a four-class emotion classification problem.
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1. Introduction

Human beings have mostly expressed their emotions either by speech or through written texts. With the emergence of social media and blogging sites, individuals and communities have found a way to freely express their opinions, feelings, and thoughts on various topics through texts. Irrespective of the number of characters, texts often hold a wealth of information on how individuals or communities communicate their thoughts, emotions (happiness, anxiety, and depression), and feelings within their network. By analyzing the corpus of texts from the social media and
blogging site, one can learn not only the emotions of individuals but also the emotions of larger groups (such as a
certain country, state etc.). More commonly expressed, emotions include anger, disgust, fear, happiness, surprise, sadness, tensed, etc. For example, the text “I felt quite happy and lighthearted; I put on the shoes and danced and jumped about in them” expresses a happy emotion. Not only one, but more than one emotion can be expressed within a text. Since texts lack structure and size, determination of emotions, i.e., Emotion classification, is a very challenging task.

Even though sentiment analysis has been widely studied in the field of Data Mining and Machine Learning, it does not address the wide range of emotions that are associated with human behavior. Moreover, it is important to know the exact emotion behind a topic rather than a generic sentiment. Since several different emotions are expressed within a text (sentence), it becomes necessary to analyze each sentence within a document to determine the overall emotion. Ghazi, Inkpen, and Szpakowicz (2010) found that emotion expressions tend to be the most informative in an expressive sentence, so emotion classification is practically important to text summarization. Nowadays, the popularity of short messages within social media and blogging sites are replacing the traditional electronic document. Mining emotions within these short messages is another challenge for emotion classification. Our study is significant for researching the use of deep learning in the short, textual data and the applicability and practical use across domains in actual life, such as the social network posts and movie review analysis. Coviello et al. (2014) found that online social networks may magnify the intensity of global emotional synchrony. Determining the emotional category on IMDB datasets accurately predicts the human’s preference/interest in movies (Liu 2020), which would further affect film studio and cinema’s decision-making in next quarter (Liu 2020).

Unlike conventional texts, short messages are peculiar in structure and size. Adding to that is the language used by people within these texts to express their emotions which is very different from the digitized documents (Ling and Baron 2007). A major challenge is also posed by the availability of many features within the texts. There are also challenges associated with manually classifying the texts into different emotion types. Manually annotating the texts may be ambiguous at times and does not guarantee complete accuracy (Hasan, Rundensteiner, and Agu 2014). Also, the inherent nature of the different types of emotions makes it very difficult to differentiate between them. According to the Circumplex model, there are 28 affect words or emotions. In this model, several emotions are clustered so close to each other that it becomes very hard to differentiate between them. There is always a high probability of mislabeling the emotions that are clustered so close to each other. For example, sadness and depression are two emotions that are very close to each other, that it is hard to differentiate between them (Russell 1980). All these factors together inhibit the classifiers from learning the critical features that can enable it to identify emotions within the text.

Previous studies have focused on exploring the potentiality of different classification techniques using the bag-of-words (BOW) and/or the n-grams as features (Aman and Szpakowicz 2007; Diman, Inkpen, and Szpakowicz 2010; Chaffar and Inkpen 2011; Hasan, Rundensteiner, and Agu 2014; Badshah et al. 2016). These studies have used traditional machine learning classifiers, but none have explored the deep learning classifiers’ potentiality for emotion classification.

In this paper, we have demonstrated both the Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) classifiers’ potentiality for the four-class emotion classification problem. We have achieved an average of 76–77% accuracy when classifying 277 instances in the testing dataset. According to the observational results, CNN slightly outperformed RNN in classifying all the four emotion types. Still, they both misclassified a significant number of instances from the surprise class to the happy class.

The rest of the paper is organized as follows. In section 2, we report the survey of the literature. In section 3, we detail the materials and methods employed in this study. In section 4, we present the results from this study and discuss our findings. Finally, in section 5, we conclude the paper and outline the future direction of our research.

2. Related Work

While classifying emotions based on textual data is a relatively new research area, it has attracted lots of attention. Bhowmick, Basu, and Mitra (2010) observed the same relative performance exhibited by humans and machines on different data sets in the emotion classification task, so the high accuracy achieved by machine learning or deep learning could be trusted. Nowadays, approaches employing Deep neural networks have been widely studied for emotion classification in textual data. This technological advancement significantly outperforms other off-the-shelf models (Chatterjee et al. 2019). CNNs have been a popular choice in several different works. Simple CNN with slight hyperparameter tuning demonstrated excellent results on multiple benchmarks, including the fine-grained Stanford Sentiment Treebank (SST) for binary classification (Kim 2014). Kalchbrenner, Grefenstette, and Blunsom (2014) have discussed using a Dynamic CNN (DCNN) for Twitter sentiment prediction. According to them, the
DCNN can handle varying lengths of input sentences and is easily applicable to any language due to the usage of Dynamic k-Max Pooling, which reduced the error rate by 25% (Kalchbrenner, Grefenstette, and Blunsom 2014). Acharya et al. (2018) have proposed a complex 13-layer CNN architecture for emotion detection in EEG signals.

On the other hand, RNNs are designed to handle sequence problems and have gained much attention over time. Lai et al. (2015) introduced a recurrent CNN that automatically judges and captures the key components in texts that can help boost the experiments’ accuracy. Abdul-Mageed and Ungar (2017) have proposed a core model of Gated RNNs (GRNNs) and a modern variation of RNN for classifying emotions in several dimensions with high accuracies. Kratzwald et al. (2018) have reported that both RNN and sent2affect (transfer learning) consistently outperform the traditional machine learning algorithms across six benchmark datasets.

Wang et al. (2016) have proposed a regional CNN-LSTM model to predict the VA ratings of texts in the SST corpus. Zhang et al. (2019) have proposed a Coordinated CNN-LSTM-Attention (CCLA) model using the Soft-Max regression classifier on four datasets including Movie Review Data (MR), Large movie review (IMDB), TREC question dataset (TREC), and Subjectivity dataset (SUBJ). Socher et al. (2013) have introduced Recursive Neural Tensor Network (RNTN) for the famous SST dataset. They have reported 85.4% accuracy for sentiment classification. Irsoy and Cardie (2014) have proposed a deep recursive neural network constructed by stacking multiple recursive layers very similar to the conventional deep feed-forward networks. As a result, they achieved 50% accuracy for the task of fine-grained sentiment classification (five-classes of SST dataset; Irsoy and Cardie 2014).

Several other studies have been reported relating to textual-based emotion classification. Jabreel and Moreno (2019) have proposed a novel method, Binary Neural Network (BNet) for emotion classification on Twitter data (SemEval2018 Task 1: E-c multi-label emotion classification) and have reported an accuracy score of 59%. Zheng et al. (2014) have trained a deep belief network (DBN) and have achieved an accuracy of 86.91% and 87.62% in the experiments of DBN and DBN-HMM models, respectively. Zhou et al. (2016) propose a BLSTM architecture that helped capture long-term sentence dependencies and introduced a combined model BLSTM-2DCNN, which achieves 52.4% accuracy on SST binary classification and fine-grained classification tasks. Hamdi, Rady, and Aref (2020) utilized CNN streams and the pretrained word embeddings (Word2Vec) and achieved 84.9% accuracy from the Stanford Twitter Sentiment dataset. Zhang, Lee, and Radev (2016) presented the Dependency Sensitive CNNs (DSCNNs) that outperforms traditional CNNs and achieved 81.5% accuracy in the sentiment analysis of Movie Review Data (MR) proposed by Pang and Lee (2005). Zhou et al. (2015) proposed a novel model called C-LSTM for sentence representation utilizing both CNN and LSTM to achieve 49.2% in five-class classification tasks.

In the next section, we discuss the materials and methods employed in this study.

3. Materials and Methods

3.1 Dataset

Here we use a synthetic dataset SY80 constructed by combining the Alm’s dataset (Alm 2008; Chaffar and Inkpen 2011) and Aman’s dataset (Aman and Szpakowicz 2007; Chaffar and Inkpen 2011). Instances from both the Alm’s and Aman’s datasets were combined and reshuffled. After reshuffling, 80% of the instances were randomly picked without replacement to create the synthetic dataset SY80. The SY80 dataset contains instances, each represented as [text, emotion-class]. We ensured that all the instances in this dataset have a single annotation of an emotion class (Srinivasan and Ramesh 2018). In SY80, both with resampling and without resampling, the performance of the traditional classifiers was significantly boosted with few exceptions for a four-class emotion classification problem (Srinivasan and Ramesh 2018). Table 1 lists the class-wise distribution of the number of instances in the SY80 dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>Happy</th>
<th>Anger</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sentences</td>
<td>739</td>
<td>133</td>
<td>325</td>
<td>186</td>
</tr>
</tbody>
</table>
in this study, we have explored both the CNNs and RNNs architecture and have compared the results from these two classifiers. To optimize the hyperparameters, we employed the grid search technique. As discussed in literature (Khorrami et al. 2016; Lakomkin, Bothe, and Wermter 2018; Al Machot et al. 2019; Ghosal et al. 2019), upon performing the grid search, we determined the optimal numbers for the filters and layers for both the CNN and RNN models. The grid search functionality was implemented in Python using the GridSearchCV class in the Scikit-learn library. An exhaustive list of values was provided for tuning the hyperparameters. The performance of the models was compared at different stages to finalize the values for the filters and layers for both CNN and RNN.

3.2.1 CNNs

CNNs is a network that employs convolution operation in at least one layer that works well, especially in image data or a grid of values. Convolution is a specialized kind of mathematical operation that can be used in one-dimension, two-dimension, and multi-dimension. The convolution layer abstracts or scales the input matrix to a feature map using multiplication or dot product. As mentioned in the related work section, CNN is an improved and developed neural network. The CNN architecture employed in this research consists of five different types of layers. (1) The embedding layer that consists of pretrained weights for the words and maps each input word to a 300-dimensional vector. (2) Convolutional layer that consists of filters (kernels) which slide across the embedding layer; this layer is used to obtain the feature map. (3) MaxPooling layer or down-sampling layer that performs the maxpooling operation to reduce the dimension of output neurons and computational intensity, thus preventing overfitting; the maxpooling operation selects only the maximum value in each feature map. (4) Dense (fully connected) layer that has a full connection to all the activations in the previous layer. (5) And flatten layer in Keras that reshapes the tensor to have a shape that is equal to the number of elements contained in the tensor. The architecture of the CNN model and the number of neurons in each layer is shown below (Table 2).

The CNN network consists of 3 convolution layers with MaxPooling after each layer. For the first two convolutional layers, the filters were set to 150, kernel size was specified to 2, padding used was ‘same,’ and the activation function used was ‘ReLU.’ However, for the third convolutional layer the filters were set to 128. The pool size was set to 5x5 for the first two MaxPooling layers. The third MaxPooling layer does global pooling with a size of 24. Then we added a flatten layer whose output was then fed to a Dense layer consisting of 50 neurons. Since this CNN is classifying four categories, the output layer was set to four outputs. For the loss function, we used the cross-entropy, and Adam optimizer was set to minimize the loss.

Here we use two activation functions: (1) ReLU and (2) SoftMax. As highly recommended, we have used an activation function after every convolutional layer. The leaky rectifier linear unit (LeakyReLU) was used as an activation function for the convolutional layers 2, 4, and 6 to add nonlinearity and sparsity in the network structure. We also used the SoftMax activation function in the output layer to boost the performance of the multi-class classification.

3.2.2 RNNs

RNNs are networks that process a sequence of values and have a chain-like structure which means that connections between nodes form a directed graph along a temporal sequence. RNNs have the capability to scale to much longer sequences. According to the literature review, RNN is widely used in emotion classification problems due to its temporal dynamic property. It uses internal memory to process the sequence of inputs and can process sequences of variable length.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Type</th>
<th>Number of Neurons (Output Shape)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Embedding</td>
<td>(600,300)</td>
</tr>
<tr>
<td>2</td>
<td>Convolution</td>
<td>(600,150)</td>
</tr>
<tr>
<td>3</td>
<td>MaxPooling</td>
<td>(120,150)</td>
</tr>
<tr>
<td>4</td>
<td>Convolution</td>
<td>(120,150)</td>
</tr>
<tr>
<td>5</td>
<td>MaxPooling</td>
<td>(24,150)</td>
</tr>
<tr>
<td>6</td>
<td>Convolution</td>
<td>(24,128)</td>
</tr>
<tr>
<td>7</td>
<td>MaxPooling</td>
<td>(1,128)</td>
</tr>
<tr>
<td>8</td>
<td>Flatten</td>
<td>128</td>
</tr>
<tr>
<td>9</td>
<td>Dense (fully connected)</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>Dense (fully connected)</td>
<td>4</td>
</tr>
</tbody>
</table>
One of the most important layers in RNN is the LSTM layer, which has shown success in various other domains. We use one LSTM layer after the embedding layer to process the text from left to right. Deep neural networks tend to run the risk of overfitting, especially when the training dataset is small. Consequently, we use the dropout parameter within the recurrent layer, which is equivalent to randomly dropping out connections between the recurrent LSTM cells. We also use a dropout layer between the output of a 64-layer dense network and the output layer. The architecture of the RNN model and the number of neurons in each layer are shown below (Table 3).

A five-layer RNN has been employed in this study. The dimension of word embeddings used here is 300, the number of hidden units in the LSTM layer is 128. Within the LSTM layer, we set the dropout and the recurrent dropout parameter to 0.2. We have used ReLU as the activation function in the first dense layer with 64 hidden units. For regularization, we employ the Dropout operation with a dropout rate of 0.5. The final output layer (dense layer) consists of four outputs since we address a four-class classification problem. We also use SoftMax as the output layer. The loss function used here is the cross-entropy and Adam optimizer, which is set to minimize the loss.

In the next section, we discuss the experimental procedures performed in this study.

### 3.3 Experimental Designs

#### 3.3.1 Preprocessing

The preprocessing begins with shuffling the instances in the SYN80 dataset to maintain randomness in classes before the model is trained. The textual instances were corrected for spelling mistakes. Then, all the stop words and special characters were removed. All the textual instances were converted into lower case. The instances were then padded to a length of 600 characters. Instances that were longer than 600 characters were trimmed. Next, we performed tokenization and retained the top 1500 words for our analysis. We used the Global Vectors for Word Representation (GloVe; Pennington, Socher, and Manning 2014) to initialize the weights for these words and then created the embedding matrix.

#### 3.3.2 Ten-fold cross-validation

A 10-fold cross-validation approach was followed in this study. First, the preprocessed dataset was split into the train and test set following the ratio 80:20, respectively. When training the model, we performed 10-fold cross-validation using the training dataset. For performing the 10-fold cross-validation technique, we initially partitioned the training dataset into 10-folds. Across the 10 different experiments performed, in each experiment, 9-folds of the dataset were used for training the model, and the remaining 1-fold was used for validating the model. Finally, the model was tested on the test dataset. In the testing phase, we performed 10 different experiments using 10 different models and then averaged the resulting metric accuracy. For each experiment, we used the same test dataset but across different models. Here we report the validation and test accuracy, sensitivity (recall), F1-score, and precision all averaged across 10 different experiments.

#### 3.3.3 Performance measures

In this study, we have tried to address a four-class classification problem. Here, we report the values for **Accuracy**, **Recall**, **Precision**, and **F1-score**. **Accuracy** is the ratio of the number of truly predicted samples to the total number of samples in the test dataset. **Precision** is the fraction of relevant instances among the retrieved instances and **Recall** is the fraction of the relevant instances that have been retrieved over the total number of relevant instances. **F1-score** is the harmonic mean of precision and recall. All the above discussed performance measures were computed using the confusion matrix.

Table 3: The details of the RNN structure used in this research.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Type</th>
<th>Number of Neurons (Output Shape)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Embedding</td>
<td>(600,300)</td>
</tr>
<tr>
<td>2</td>
<td>LSTM</td>
<td>128</td>
</tr>
<tr>
<td>3</td>
<td>Dense (Fully Connected)</td>
<td>64</td>
</tr>
<tr>
<td>4</td>
<td>Dropout</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>Dense (Fully Connected)</td>
<td>4</td>
</tr>
</tbody>
</table>
Both the CNN and RNN networks were created using the Keras package in Python. To summarize, this study conducts a series of experiments based on the steps outlined below:

1. All the textual instances were cleaned/preprocessed as outlined in section 3.3.1. Using the shuffle functionality, we randomized the instances within the SYN80 dataset. The resultant dataset was then split into the ratio of 80:20; 10-fold cross-validation was performed on the 80% (training) dataset.

2. The training dataset instances were transformed into a feature vector and the embedding matrix was constructed using the steps outlined in section 3.3.1.

3. Both the CNN and RNN network was trained using the training dataset, and their performance across 10-fold cross-validation was recorded as outlined in section 3.3.2.

4. Finally, we test our models using the test dataset and report the performance measures (see section 3.3.3) across the validation and test dataset averaged over 10 different experiments as discussed in section 3.3.2.

In the next section, we present the results and discussions from this study.

4. Result and Discussion

A four-class emotion classification was performed using both the CNN and RNN. We noticed that the CNN model’s test accuracy tends to be stable after 10 iterations (see Figure 1, left). Therefore, we choose to set 10 epochs for the CNN model. The RNN model established the test accuracy after 15 iterations (see Figure 1, right).

The overall average prediction accuracy on validation and test dataset for both the CNN and RNN are reported in Table 4. CNN reported an average of 75.68% validation accuracy slightly better than the RNN classifier (see Table 4). The CNN reported an average of 77% accuracy for the four-class emotion classification in the test dataset. Based on the validation and test accuracy for both the CNN and RNN, we can conclude that there is no evidence of overfitting. It is also clearly evident that both the classifiers performed significantly better in the test dataset than in the validation dataset (see Table 4). A total of 100 iterations of training was performed to train the CNN models. However, it took 150 iterations to train the RNN models. It is also important to note that the time taken to train the RNN models was significantly larger than the time taken to train the CNN models (see Figure 1).

Srinivasan and Ramesh (2018) have reported a baseline performance of the supervised classifiers including k-nearest neighbor (kNN; k = 1, 3, 5, 7), J48 Classifier (C4.5), Classification and Regression Trees (CART), Naïve Bayes Multinomial (NBM), Random Forest (RF), and Sequential Minimal Optimization (SMO) on the SYN80 dataset for a four-class emotion classification problem. The test accuracies on the SYN80 dataset without

![Figure 1: CNN (left) and RNN (right) learning curve for four-class emotion classification.](image)

![Table 4: Averaged performance measure (accuracy) for both the CNN and ANN on SYN80 dataset.](table)

<table>
<thead>
<tr>
<th>Model</th>
<th>Validation Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>75.68%</td>
<td>77%</td>
</tr>
<tr>
<td>RNN</td>
<td>73.79%</td>
<td>76%</td>
</tr>
</tbody>
</table>
resampling were 61.61%, 55.39%, 53.51%, 53.58%, 55.24%, 68.33%, 74.48%, 73.61%, and 76.72% for the classifiers 1NN, 3NN, 5NN, 7NN, C4.5, CART, NBM, RF, and SMO, respectively (Socher et al. 2013). The test accuracies for CNN (77%) and RNN (76%) obtained in this study are comparable to the performance of the SMO classifier. When compared against traditional classifiers such as kNN, C4.5, CART, NBM, and RF the performance of the CNN and RNN are slightly superior. Here it is important to note that the preprocessing step did not involve resampling the SYN80 dataset.

In the validation dataset, both the CNN and RNN demonstrated a high F1-score for the happy emotion. Both CNN and RNN demonstrated a significantly better average F1-score (above 70%) for the anger emotion with CNN significantly outperforming the RNN classifier. However, both the classifier recorded a significantly low F1-score for the surprise emotion compared to the other emotion classes with CNN significantly outperforming the RNN (see Table 5). This is a very striking observation as both the emotion classes, i.e., anger and surprise, had significantly smaller number of instances in the SYN80 dataset (see Table 1). To best reason this observation, we believe that the instances belonging to the anger class have a rich set of features that can discriminate these instances with respect to the other classes. For the surprise class, the RNN classifier resulted in a higher number of false negatives than CNN, which suggests that the features within the instances belonging to the surprise class are not clearly discriminative (see Table 5).

The average class accuracy across each emotion class over 10 different models using a single test dataset is reported in Table 6. We also report the averaged confusion matrix of CNN and RNN on the single test dataset over 10 different models. In average 32% of the instances (13.5 out of 42) belonging to the surprise emotion has been misclassified as happy by the RNN classifier (see Table 6). On the other hand, CNN also misclassified 29.5% of the instances (12.4 out of 42) on an average to happy. This observation on the test dataset is very consistent with the observations, i.e., low recall and low precision, in the validation dataset (see Tables 5 and 6).

<table>
<thead>
<tr>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
</tr>
</tbody>
</table>

Table 5: Averaged performance measure (precision, recall and F1-score) for CNN and RNN on the validation dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Class</th>
<th>Class Name</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0</td>
<td>Anger</td>
<td>0.806</td>
<td>0.694</td>
<td>0.739</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Sadness</td>
<td>0.661</td>
<td>0.776</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Happy</td>
<td>0.849</td>
<td>0.856</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Surprise</td>
<td>0.654</td>
<td>0.528</td>
<td>0.578</td>
</tr>
<tr>
<td>RNN</td>
<td>0</td>
<td>Anger</td>
<td>0.717</td>
<td>0.7</td>
<td>0.704</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Sadness</td>
<td>0.679</td>
<td>0.748</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Happy</td>
<td>0.832</td>
<td>0.87</td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Surprise</td>
<td>0.652</td>
<td>0.432</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 6: Averaged performance measure for CNN and RNN on the test dataset.

5. Conclusion

In this study, we have demonstrated the deep neural networks’ potentiality for the four-class emotion classification problem. Both the CNN and RNN classifiers were explored in this study. On the SYN80 dataset, we achieved an average of 77% accuracy while trying to classify 277 instances belonging to four different emotion types. CNN
slightly outperformed RNN in classifying all the four emotion types. However, both the classifiers misclassified a significant number of instances from the surprise class to the happy class. This observation can be attributed to the fact that both the emotion types, i.e., surprise and happy, are very similar to each other, which is also evident from the circumflex model, and the instances belonging to the surprise type clearly lacks distinctive features that can help the models to discriminate this emotion against the happy emotion. In this study, we have limited our investigations to only four classes of emotions. In the future, we plan to consider additional emotion types and investigate the potentiality of the deep neural networks for emotion classification.
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